
Comparison with conventional data augmentatino methods Performance comparison when reducing the number of data

Replace image to depth

Data augmentation
It is used for Classification etc., but there are few cases of Enc-Dec task.

Related work
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Super resolution CutBlur [Yoo+ CVPR2020]
Semantic segmentation [Ghiasi+ CVPR2021]

Proposed method
- Edge positions are almost the same before and after data augmentation.
→ Increase the variation of appearance without destroying 

the features of the contour

- Add depth information as prior knowledge
→ Highly accurate depth estimation 

with latent variables including depth context

Task: Monocular Depth Estimation

RGB image depth Proposed

CutDepth:Edge-aware Data Augmentation in Depth Estimation : Ishii (Panasonic),  Yamashita (Chubu Univ.)

Qualitative evaluation

Quantitative evaluation

The accuracy of contours 
and long distances 
has been improved.

BTS [Lee+ arxiv:1907], Laplacian depth [ Song+ IEEE Trans. CSVT2021]
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Our method has higher performance than other methods.
Our method is effective even when the number of data is small.

Our data augmentation increases the variation of data, 
but does not change it excessively.
This property seems to be suitable for image to image translation tasks.
※Affinity means that there is little deviation in the data distribution.

Diversity means the size of the distribution of data.

We propose a data augmentation
suitable for depth estimation.

Analysis by diversity and affinity [1]
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[1] Affinity and diversity: Quantifying mechanisms of data augmentation,arixv
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